Recognizing the statistical basis for advances in health care to cause larger relative reductions in mortality in groups with lower base rates.

In finding that improvements in health care in Australia increased relative differences in mortality according to socioeconomic status (SES), Korda et al.[1] overlooked the statistical tendency whereby the rarer an outcome the greater the relative difference between rates of experiencing it and the smaller the relative difference between rates of avoiding it. [2-7] Such tendency can be illustrated with virtually any data set that allows one to examine various points on a continuum of factors associated with experiencing or avoiding some outcome. For example, income data from the United States show how reducing poverty will tend to increase relative differences in poverty rates of whites and blacks while reducing relative differences in rates of avoiding poverty.[2,4] Hypothetical test score data show how lowering a cutoff score (or improving performance such as to enable everyone scoring just below the cutoff to achieve the current cutoff score) will tend to increase the relative difference in failure rates of higher- and lower-scoring groups while reducing the relative difference in pass rates.[5-6] A corollary to these patterns is that, as an outcome declines, groups with lower base rates will tend to experience larger proportionate declines in their rates than groups with higher base rates, though the latter groups will tend to experience larger proportionate increases in rates of avoiding the outcome.

Thus, the patterns discussed in Korda et al., whereby in a period when all SES quintiles were experiencing reductions in avoidable mortality, the rates of reduction were smaller for the lower quintiles are generally to be expected during times of declining mortality. Such differences do not by themselves indicate meaningful changes in inequality – that is, changes that are more than or less than those that would result from an overall decline in mortality in the manner that lowering a test cutoff reduces overall failure rates. Further, Table 2 in the Korda study provides data that allow one to calculate that the increase in avoiding avoidable mortality was greater for the lowest quintile than for the highest quintile.

On the other hand, in the case of non-avoidable mortality, as to which one also observes that all quintiles experienced a decline in mortality with the rates of decline being greater in the higher quintiles, one finds that the rate avoiding non-avoidable mortality increased more in the highest quintile than in the lowest quintile. That departure from the standard pattern might be cautiously read as indicating that there was a meaningful worsening in the relative situation of the lowest quintile. The same may be said of comparisons between various quintiles other than simply the highest and lowest with regard to both avoidable and non-avoidable mortality.

But it should be recognized that drawing inferences about meaningful changes in the relative situation of various groups during times of overall changes in mortality rates when we cannot directly observe the risk distributions is fraught with uncertainty. For while the distributions are likely to be close enough to normal that it makes no sense to try interpret patterns of changing inequalities while ignoring the standard patterns that would occur when distributions are normal,
the possibility (or even likelihood) of irregularities in the distributions make it difficult to be certain about any conclusions drawn from departures from the standard patterns.

Three other points warrant mention. First, the authors note that absolute difference between avoidable mortality rates of quintiles 1 and 5 declined during the period. Some observers regard absolute differences between rates as the best measure of health inequalities. Reasons for such preference include that one reaches the same conclusion about directions of change using absolute differences regardless of whether on examines adverse or favorable outcomes. Also, absolute differences in outcome rates provide the best indicator of the extent to which disadvantaged groups are harmed by their greater susceptibility to some outcome. But, like relative differences, absolute difference tend to change simply because the overall prevalence of an outcome changes. In some circumstances the ways absolute differences tend to change as the prevalence of an outcome changes are fairly complicated, as discussed elsewhere.[2,6,8] But in the setting addressed by Korda et al., absolute differences in mortality rates typically will decline as mortality declines, which is to say that in absolute terms the decline in mortality will be greater for the groups with the higher base rate. Thus, the greater absolute decline in the avoidable mortality rate of quintile 1 compared with quintile 5 cannot be read an indicator of a meaningful reduction in inequality.

One might draw inferences from patterns whereby the absolute difference changes in a nonstandard direction, as in the case of the increase in the absolute difference between unavoidable mortality rates of quintiles 1 and 5. But, as with previously discussed efforts at drawing inferences from departures from nonstandard patterns, doing so with absolute differences can be an uncertain undertaking.

Second, as some other observers also have done, Korda et al. discuss as a possible explanation for perceived increasing inequalities that higher SES individual may be better able to take advantage of new medical technologies. The idea seems quite plausible. But it is hard to know whether it means anything other than that we usually observe certain patterns of changes between group rates as adverse outcomes decline in prevalence.

Data in Table 1 of reference 6 can illustrate the issue. Consider the situation where a test cutoff is set at point K, the point where 20% of the advantaged group (AG) and 36.7% of the disadvantaged group (DG) fall below the line. Assuming the groups are each comprised of 1000 persons, the following pattern would exist.

<table>
<thead>
<tr>
<th></th>
<th>AG</th>
<th>DG</th>
<th>DG % of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above K</td>
<td>800</td>
<td>633</td>
<td>44.2</td>
</tr>
<tr>
<td>Below K</td>
<td>200</td>
<td>367</td>
<td>64.7</td>
</tr>
<tr>
<td>Between K &amp; L</td>
<td>100</td>
<td>149</td>
<td>59.8</td>
</tr>
<tr>
<td>Below L</td>
<td>100</td>
<td>218</td>
<td>70.7</td>
</tr>
</tbody>
</table>

Consider that a technology is developed to improve test performance and that it enabled everyone between point K and point L to reach the cutoff at point K. From one perspective, one might say that the AG disproportionately benefited from the technology, since DG comprised a smaller proportion of the population the technology enabled to reach the higher cutoff (59.8%)
than it did of the population initially falling below K (64.7%). Such characterization is akin to the way Korda et al. characterize the seemingly disproportionate benefit of advances in health care as a situation where “of those in need of health care, higher SES individuals were more likely to have benefited from it than those of lower SES.” In terms of characterizing the matter as one where AG disproportionately benefits from the technology one might also note that that DG comprises a smaller proportion of those the technology enabled to reach the higher cutoff than it does of those continuing to fall below the cutoff (70.7%) (which accounts for the increase in the relative difference in rates of falling below the cutoff).

On the other hand, however, DG comprises a much larger proportion of the population the technology enabled to reach the cutoff at point K (59.8%) than of those previously reaching that cutoff (44.2%) (which accounts for the decrease in the relative difference in falling above the line). That might be seen as DG’s disproportionately benefiting from the technology. DG also comprises a higher proportion of the population benefiting from the technology than it comprises of the total population (which accounts for the decline in the absolute difference). However, there are other points on the distributions where the same type of change that reduced overall failure rates would increase the absolute difference.

Thus, while there are various ways to characterize the matter such that one group or the other seems to be differentially affected by certain trends, I am not sure whether they add anything beyond the main point above – that, given the usual shape of distributions of susceptibilities to various outcomes, we will tend to observe certain patterns of changes in differences between rates as an outcome increases or decreases in prevalence.

Third, in appraising the impact of some factor such as improved health care on groups having different base rates, it should be borne in mind that there is no reason ever to expect a factor to have the same relative effect on outcome rates of each group (save by happenstance). For certainly there is no more reason to expect a factor to cause an equivalent proportionate increase on both groups’ rates of one outcome (say, mortality) than there is to expect it to cause an equivalent proportionate decrease in rates of the opposite outcome (survival), and it is mathematically impossible to do both (as should be evident from the tables in references 2, 5, and 6, and as shown in a simple example in reference 9 [9]). Hence, one should be very cautious about attaching significance to an observed lack of equivalence in the effect of some factor on the rates of two groups with different base rates.
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