
When reporting demographic disparities, commentators
ignore a basic statistical relationship and draw misleading
conclusions.

Divining Difference

James P. Scanlan

There are few statistical phenom
ena that are at once so fundamen
tal and so widely misunderstood
as the seemingly paradoxical rela
tionship between disparities in
the rates at which two groups suc
ceed at something and disparities
in the rates at which the same two
groups fail at something. The mis
understanding of that relationship
is responsible for immense confu
sion in the appraisal of a wide
range of phenomena disparately
affecting different demographic
groups.
The relationship can he stated

as follows: When two groups dif
fer in their susceptibility to some
condition, the less prevalent the
condition, the greater will be the
disparity in the rates at which the
two groups are affected by the
condition and the smaller will be
the disparity in the rates at which
the groups avoid the condition.

A Simple Example

The relationship can be easily il
lustrated with textbook data on
test scores. Imagine two groups
with normal distributions of test
scores, with Group A having an
average test score of approxi
mately one-half a standard devia
tion higher than Group B, and the
two groups having the same stand
ard deviation. This means that
roughly 30% of Group B will score
above the average for Group A. If
we set the cutoff at a point where
50% of Group A fails the test
point X in Fig. 1, then 70% of
Group B will fail the test. Thus,
Group B’s failure rate is 1.4 times
Group A’s failure rate 70 over 50,
and Group B’s pass rate is 60% of
Group A’s pass rate 30 over 50.

If we now lower the cutoff to a
point where only 30% of Group A
fails the test point Y in Fig. 1,

50% of Group B would fail the
test. At this point, then, Group B’s
failure rate is 1.7 times Group A’s
failure rate 50 over 30, whereas
Group B’s pass rate is 71% of
Group A’s pass rate 50 over 70.
So the gap between failure rates
has increased, but the gap be
tween pass rates has declined.
Viewed another way, as a result

of the lowering of the cutoff,
Group A experiences a higher pro
portionate decline in its failure
rate 40%; i.e., 50 reduced to 30
than Group B 29%; i.e., 70 ro
duced to 50, but Group B experi
ences a higher proportionate in
crease in its pass rate 67%; i.e.,
30 increased to 50 than Group A
40%; i.e., 50 increased to 70.
The changing relationships just

described are summarized in Ta
ble 1. Corollaries to these relation
ships reflected in the proportion
that Group B makes up of persons
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who fail and who pass at each cut
off point assuming that the
groups are of equal size are
shown in the last two columns of
Table 1. Note that lowering the
cutoff causes Group B to make up
a larger proportion of the persons
who fail the test but also a larger
proportion of persons who pass
the test.
Because lowering cutoffs re

duces disparities in pass rates, low
ering cutoffs is universally re
garded as reducing the differential
impact of a test on which one group
does not perform as well as an-

other, even though lowering cutoffs
also increases disparities in failure
rates, It should be recognized as
well, however, that exactly the
same changes would occur if, in
stead of lowering the cutoff, educa
tion is improved sufficiently so
that everyone scoring between the
two cutoff points is enabled to
score above the higher cutoff

Just the opposite changes would
occur, however, if cutoffs were
raised or education worsened.
That is, disparities in failure rates
would decline, although dispari
ties in success rates would in-

crease. Group A would also expe
rience a larger increase in failure
rates, but Group B would experi
ence a larger decline in pass rates.

Thus, if one wishes to evaluate
how improvements or declines in
education may differentially affect
two groups, reference to dichoto
mous variables can lead to oppo
site conclusions, depending on
whether one focuses on success or
failure. As a rule, reference to other
measures such as changes in mean
scores will be more enlightening.

Some Common Examples

Few real-life situations offer the
precise predictability of hypo
thetical test data. Yet the de
scribed tendencies apply when
ever two groups have different but
more or less normal distributions
of factors associated with the sus
ceptibility to some condition.

For one example, each of these
tendencies can be readily ob
served in published income data,
even though income patterns de
part significantly from the normal
distribution. For example, in
1990, if the amount of poverty in
the population had declined suffi
ciently to allow everyone with an
income above 50% of the poverty
line to be raised from poverty, the
ratio of the black poverty rate to
the white poverty rate would have
risen from 3.0 31.9/10.7 to 3.8
14.4/3.8. But the black rate of
avoiding poverty would have
risen from 76% of the white rate
to 89% of the white rate.
Despite this fact, in the late

1970s, following the period from
1959 through the middle 1970s
when the United States experi
enced dramatic and consistent de
clines in poverty, much was made
of the fact that disparities between
the poverty rates of more- and
less-advantaged groups were in
creasing. Rarely was there recog
nition of the extent to which such
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Figure I - Normal distributions of test scores with one-half standard deviation
difference in mean scores.

Table 1-Relationships Between Two Groups’
Fail Rates and Pass Rates
at Various Cutoff Points

Fall Rates

Cut Group Group
Score B A

Pass Rates

Percentage
Group B

Represents of
Total Who

x

Ratio Group Group
B/A B A

V

RatIo Fail
B/A

Pass

70 50 1.4 30 50 0.60 58 38
50 30 1.7 50 70 0.71 63 41
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SCANIAN were reaching all-time lows.
Continued from page 39

changes were the nearly inevitable
consequences of declining poverty.
With poverty on the rise in more re
cent years, it has been increasingly
reported that poverty is growing
faster among more-advantaged
groups. It goes unrecognized that
when poverty increases, it almost a!
ways increases at greater rates
among groups least prone to pov
erty.
Once again, appraising changes

in the relative economic status of
two groups by reference to a di
chotomous variable would likely
result in different conclusions, de
pending on whether one focused
on falling into poverty or avoiding
poverty. Reference to changes in
continuous measures such as mean
income levels would likely be more
useful. At any rate, however, it is
essential that one recognize that in
creasing or decreasing disparities
among the poverty rates of different
demographic groups do not neces
sarily reflect a meaningful change
in relative economic well-being.

Just as an improving economy
causes poverty to be increasingly
restricted to the most-disadvan
taged elements of the population,
advances in medicine and health
care cause avoidable mortality to be
increasingly restricted to those
most susceptible. Given the cone
lation between income and health

I status, this tends to cause avoidable
mortality to be increasingly re
stricted to disadvantaged segments
of the population.
For about a decade, there has

been recurring attention to the fact
that although infant mortality has
been declining generally, the racial
disparity in infant mortality has
been increasing. No one appeared
to understand, however, that the
coincidence of these phenomena
was close to inevitable. Nor did
anyone observe that while racial
disparities in infant mortality rates
were reaching all-time highs, racial
disparities in infant survival rates

These results apply quite broadly.
Just as test scores and income-fac
tors associated with the dichoto
mous outcomes of test failure/pas
sage or poverty/poverty avoidance
-tend to be approximately nor
mally distributed, factors associated
with the likelihood of being affected
by or avoiding any condition may
also be more or less normally dis
tributed. This suggests that when we
endeavor to measure the differential
effect of various therapies on groups
that are more and less prone to some
disease-as has been recently man
dated for research funded by the Na
tional Institutes of Health-we
should expect to see greater reduc
tions in mortality among less-sus
ceptible groups and greater in
creases in survival rates among
more-susceptible groups. Similarly,
when we interpret trends, such as
the much-discussed greater rates of
increases in AIDS cases among the
least-susceptible groups such as
women and teenagers, we should be
mindful that when a condition in
creases, it tends usually to increase
at greater rates among the least-sus
ceptible groups.

Conclusions

This discussion is not intended to
question the utility of studying
demographic differences, especially
in the appraisal of programs aimed
at addressing those differences, but
merely to emphasize that the meas
urement of differences is more diffi
cult than is often realized. The ten
dencies just described imply that, in
appraising changes in the relative
status of two groups, measures other
than dichotomous variables might
be more useful, as suggested in the
examples on test scores and poverty.
When resort to dichotomous vari
ables is unavoidable, such an ap
praisal must he undertaken with a
full understanding of the extent to
which certain changes are the inevi
table or nearly inevitable conse
quence of the overall changes in the
prevalence of a condition.
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